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A B S T R A C T

Three different software packages are presented here: 1) A Unity package for simulating a virtual violinist in
augmented reality on a HoloLens. The virtual violinist plays a pre-recorded piece, either as a 2D or a 3D
projection. The piece can be started, stopped, forwarded, or rewound using a dedicated user interface. During
interaction, eye movements are tracked. 2) A MATLAB motion capture package for analyzing the kinematic
data of a user while interacting with the virtual violinist. 3) An R package for power analysis and Bayesian
statistical analysis of the kinematic data. These software packages can be easily adapted to test the kinematic
behavior of music students interacting with virtual teachers.

Code metadata

Current code version 1.1
Permanent link to code/repository used for this code version https://github.com/SoftwareImpacts/SIMPAC-2023-477
Permanent link to reproducible capsule https://codeocean.com/capsule/6910905/tree/v1
Legal code license MIT License.
Code versioning system used git
Software code languages, tools and services used MATLAB, R, C#
Compilation requirements, operating environments, and dependencies MATLAB, R, Windows (Unity build)
If available, link to developer documentation/manual N/A
Support email for questions Adriaan.campo@ugent.be

1. Description of the packages

1.1. The unity package

1.1.1. Description
This software package contains code, animations, sound, and doc-

umentation to build and deploy a Unity application to the augmented
reality device HoloLens 2. The application presents a virtual violinist
and a minimal interface to start, stop, and fast-forward the playback of
the violinist. In addition, implementations to set the ground level using
gestures and to record eye gaze and user actions are provided.

The purpose of the application is to investigate the benefits of
3-dimensional interfaces for motor learning of fine-grained gestures
as compared to traditional 2-dimensional interfaces. Moreover, the
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minimal interface to control playback allows a student to focus on
specific passages by pausing or repeating them, something not possible
in real-life teacher–student situations. The application is ideally suited
to be used in parallel with some low- or high-cost [1] motion-capture
system, to capture and compare specific movements of the user to
the movements in the animations using the MATLAB and R packages
presented below.

1.1.2. Impact overview
Key benefits of using virtual or augmented reality for research

and education are its flexible control over stimuli, its potential to
eliminate confounds of suggestion and for replicability. While the use
of virtual and augmented reality is becoming widespread as a research
and educational tool, only few implementations are publicly available,
especially in music [2]. However, to fully take advantage of these
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benefits, it is imperative for researchers to share their implementations,
so others can further build on and improve on their work.

To this end, while the Unity package here is small, it offers several
features that are crucial for any future music motor learning research
project that aims to leverage the advantages of virtual reality. Fur-
thermore, the features are coded in a modular way to allow for easy
extension. These features are:

- Virtual human stimuli and its playback (human and male avatar
with audiovisual data)

- Minimal user interface with a button and slider to control play-
back.

- Gesture interaction (pinching gesture to set floor level)
- Data logging (eye gaze and user actions)

1.1.3. Current use
The software is currently primarily used at IPEM and has no com-

mercial applications. At IPEM, it is extensively used within the CON-
BOTS project [3], in a first instance to compare and evaluate mo-
tor learning using traditional 2-dimensional interfaces with those of
3-dimensional augmented reality.

1.1.4. Future improvements
While the application is built for the HoloLens platform, future ver-

sions will be made cross-platform to target other virtual and augmented
reality devices. A first target will be novel mixed-reality devices such as
the Meta Quest 3 to leverage its improved field-of-view and capability
to switch between virtual and augmented reality.

1.1.5. Publications
The code has been used in [4,5].

1.2. The MATLAB package

1.2.1. Description
This code analyzes motion capture data streams labeled using the

most commonly used bony landmarks. This version is based on the
’Animation Marker Set’ as prescribed in the Qualisys manual. However,
the code can be easily adapted to other marker sets containing three-
dimensional coordinate data, as long as the joint coordinate systems
used align with those described in the ISB [6,7].

In the first step, the code estimates the locations of the gleno-
humeral joint and the femoral joint, assuming that these joints function
as ball-and-socket joints [8].

Secondly, it estimates most of the joint angles, angular veloci-
ties, and accelerations of the neck (flexion/extension, lateral flexion
and rotation angles), shoulders (elevation, pronation/supination, ad-
duction/abduction), elbows (flexion/extension, pronation/supination),
wrists (flexion/extension, adduction/abduction), hips (flexion/extension,
adduction/abduction), knees (flexion), and feet (dorsiflexion/plantar-
flexion, internal rotation/external rotation, inversion/eversion), with
angle definitions and joint coordinate systems as described in [6,7].

Finally, specifically for the application in [4,5], functions are added
to compare the kinematics of music performance between the student
using the HoloLens app described in (1. The Unity package) and the
violin instructor as rendered in the app.

1.2.2. Impact overview
Following motion capture measurements, data need to be analyzed

using time-expensive inverse kinematic approaches if clinically relevant
information is required [9]. However, by adhering to the ISB standards,
this code provides a quick and reliable solution for estimating joint
angles for non-clinical purposes. This allows for a more meaningful
and less abstract analysis of motion capture data, opening up possi-

interactions between musicians in augmented reality [5], rhythmic en-
trainment of dancers during performance [10], or educational purposes
like real-time feedback on posture [11] or inter-joint coordination [12].

The need for a meaningful approach to motion capture data is
evident in the success of the motion capture toolbox amongst non-
clinical researchers [13]. However, this popular toolkit does not offer
the capability to analyze joint angles, which is an important parameter,
e.g., to study how musicians interact with their instruments [14], or
to generate posture feedback on students [15], amongst a manifold of
other non-clinical applications.

1.2.3. Current use
The software is currently primarily used at IPEM and has no com-

mercial applications. At IPEM, it is extensively used within the CON-
BOTS project [3], where motion capture-recorded joint angles are used
to assess the learning effects of wearable exoskeletons and other cutting
edge educational technology.

1.2.4. Future improvements
In future versions, this code will be made available in R and Python,

and it will include presets for other marker sets and other input formats.

1.2.5. Publications
The code is used in [4,5,10] and in work in progress on exo-skeleton

delivered haptic feedback for motor learning, and on longitudinal
follow-up of skill acquisition in novice violin and drum students.

1.3. The R package

1.3.1. Description
The R package tests four different models against four distinct

hypotheses. In the initial two models, kinematic metrics describing the
student’s performance relative to the virtual teacher, as shown in (1.
The Unity package), serve as response variables in the models. The
predictors include conditions, participants, and trial information. These
two models are referred to as Model_1 and Model_2, with the primary
difference being the inclusion of perceived difficulty in the interaction
with the condition in Model_2.

In the subsequent two models, behavioral metrics collected from
questionnaires, specifically three presence questionnaires, are inte-
grated. Model_3 and Model_4 are similar models, with the primary
distinction being the inclusion of kinematic metrics in the interaction
with the condition in Model_4.

The analysis proceeds in the following manner:
Firstly, a comparison is made between Model_1 and Model_2 to

determine whether perceived difficulty should be incorporated into
the model. Subsequently, a more comprehensive diagnostic assessment
of the best model is conducted, along with a contrast analysis of
conditions and trials.

In the next step, the comparison commences with Model_3 and
Model_4 to evaluate whether kinematic metrics should be incorporated
into the model. The analysis proceeds with a more detailed diagnostic
assessment of the superior model and a contrast analysis of conditions.

These models are eventually tested against four hypotheses:

Hypothesis 1. It posits that students in the 3D condition will demon-
strate superior violin performance compared to those in the 2D condi-
tion, as indicated by a higher degree of similarity in bow movements
and increased movement smoothness. This assessment involves a com-
parison of Model_1 and Model_2 and an evaluation of the contrast
among conditions.

Hypothesis 2. This hypothesis suggests that learning effectiveness in
violin performance will be greater in the 3D condition compared to
bilities for non-clinical research on kinematic data, such as studying
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the 2D condition. This is assessed by evaluating Model_1, conducting a
contrast analysis involving conditions and trials.

Hypothesis 3. The hypothesis proposes that the 3D condition will
generate a heightened sense of presence compared to the 2D condition,
specifically characterized by elevated levels of ‘‘physical presence" and
‘‘social presence’’. This is evaluated using Model_3 and a contrast
analysis of conditions.

Hypothesis 4. This hypothesis investigates the extent to which the
degree of presence in augmented reality (AR) influences students’
violin performance. This evaluation involves comparing Model_3 and
Model_4."

1.3.2. Impact overview
In this code and the associated work, we employ Bayesian statis-

tics. Bayesian statistics can be especially valuable for small sample
sizes and prove particularly advantageous in fields where collecting
large datasets is challenging or expensive, such as multidisciplinary
research projects involving non-user-friendly prototypes of new tech-
nology [16].

1.3.3. Current use
The software was primarily used for 2 publications [4,5]. However,

adaptations of the code will be used in future projects within the
CONBOTS project [3], where performance of students relative to a
teacher are being tested in other longitudinal studies.

1.3.4. Publications
The code is used in [4,5].
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